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**Descripción del Problema**

Las personas que han sufrido amputaciones requieren prótesis funcionales que les permitan recuperar parte de la movilidad de sus extremidades. Las prótesis mioeléctricas detectan señales musculares (EMG) del muñón y las traducen en comandos de movimiento. Sin embargo, uno de los principales desafíos actuales es que no existe un modelo universal que funcione igual para todos los usuarios, debido a las diferencias fisiológicas, de activación muscular y patrones de movimiento entre individuos.

**Análisis**

El laboratorio se realiza en tres secciones principales, la primera es

**Propuesta de Solución**

Este proyecto busca desarrollar un sistema de **clasificación** de movimientos de la mano (pinza, puño y palma extendida) a partir de señales EMG, con el objetivo de ser aplicado al control de prótesis mioeléctricas de manera personalizada.

Para lograr esto, se utilizarán datos **propios** obtenidos directamente usando el BIOPAC con electrodos superficiales conectados al antebrazo. La adquisición de señales personales tiene dos objetivos fundamentales:

1. Simular el entrenamiento de una prótesis adaptada a un usuario específico.
2. Demostrar que los patrones musculares son únicos por persona, lo que refuerza la necesidad de modelos individualizados en aplicaciones reales de prótesis.

Dado que en el contexto biomédico cada paciente presenta una estructura anatómica, fuerza y activación muscular diferente, se vuelve muy complejo (y poco efectivo) diseñar un sistema de control único para todos. Por ello, la personalización a través del entrenamiento con datos individuales permite mejorar la precisión y utilidad de las prótesis mioeléctricas, haciendo que los movimientos sean más naturales y adaptados a cada usuario.

**Como se realizaría**

**Elaboración del Data Set usando el BIOPAC**

1. Movimientos a registrar:
   1. Pinza
   2. Puño cerrado
   3. Palma extendida
2. Para cada movimiento:
   1. Repeticiones: 150
   2. Duración de cada repetición: 5 segundos en contracción (movimiento activo) + 5 segundos de relajación
   3. Se configura el BIOPAC para que la captación de datos se haga en ventanas de 5 segundos exactas y facilite el procesamiento más adelante.
3. Frecuencia de muestreo recomendada para EMG
   1. Óptima: 1000 Hz
   2. Mínima aceptable: 500 Hz
4. Filtros recomendados
   1. Filtro pasa banda (band-pass):
      1. Rango: 20 Hz – 450 Hz
   2. Filtro notch:
      1. Frecuencia: 60 Hz
   3. Filtro pasa alto:
      1. Corte: ≥10 Hz (para eliminar artefactos de movimiento)
5. Registro y etiquetado
   1. Durante la adquisición, se llevará un registro digital del orden y tipo de movimiento ejecutado. Cada segmento de señal estará claramente etiquetado con su clase correspondiente (pinza, puño, palma).
   2. Se guardará la señal continua y se exportará a:
   3. Archivo .mpara su procesamiento en MATLAB. (Archivo .xlsx o csv como respaldo.)

**Procesamiento y extracción de características (en MATLAB)**

1. Segmentación en ventanas
2. Extracción de features por ventana.
   1. Ideas de features útiles en este tipo de aplicaciones:

En dominio de **tiempo**

* + 1. MAV - Mean Absolute Value
    2. RMS - Root Mean Square
    3. V – Varianza
    4. WL - Waveform Length
    5. SSC - Slope Sign Changes
    6. IEMG - Integral de EMG
    7. LOGVAR - Log-varianza (varianza logarítmica)

En dominio de **frecuencia** – Con Fourier

* + 1. Mean Frequency (MNF)
    2. Peak Frequency
    3. Total Power (TP)
    4. Spectral Entropy
    5. Frequency Ratio (FR)
    6. Bandwidth
    7. Power Spectral Density (PSD)

1. Etiquetado automático por tipo de movimiento (cada archivo contiene solo un tipo → se asigna clase constante).
2. Unificación de features:
   1. Se combinan las matrices de cada movimiento en un solo archivo.
   2. Se genera un único archivo .csv con todos los vectores de features y su clase correspondiente.
3. Dataset final en formato .csv, listo para ser usado en entrenamiento y validación de modelos de clasificación.

Para problemas de **Clasificación** ideal uso de:

**KNN, SVM, Naive Bayes o árboles de decisión**.

**Validación del Modelo**

1. Métricas de desempeño:
   1. Accuracy (Precisión global)
   2. Precision (por clase)
   3. Recall (por clase)
   4. F1-Score (por clase)
   5. Matriz de Confusión (Confusion Matrix)
2. Técnicas de evaluación:
   1. K-Fold Cross-Validation: Fundamental para demostrar que tu modelo generaliza bien.

**Descripción de Solución**

El laboratorio se realiza en tres secciones principales, la primera es

**Herramientas Aplicadas**

El laboratorio se realiza en tres secciones principales, la primera es

**Resultados**

El laboratorio se realiza en tres secciones principales, la primera es

**Conclusión**

El laboratorio se realiza en tres secciones principales, la primera es

**Referencias**

El laboratorio se realiza en tres secciones principales, la primera es